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We propose an automatic three-dimensional (3D) pupil tracking backlight system for holographic 3D display system with large image size and full-parallax accommodation effect. The proposed tracking module is applied to a holographic 3D display system with two sets of directional holographic imaging module composed of 2×2 large scale lens array and 22-inch high-resolution liquid crystal display 3D panel. System architecture is described and experimental results are presented.

OCIS codes: 090.2870, 090.1705, 090.1760.
doi: 10.3788/COL201412.060004.

Holographic three-dimensional (3D) displays have been actively researched for generating realistic 3D images in free space for last decades. The spatial light modulator (SLM) technology for control and manipulation of wave front of light wave in free space is a core technology for the holographic 3D imaging. In practice, however, commercially available SLMs have technological limitation in pixel size, screen size, and dynamic range for realistic holographic 3D display.

The information capacity of an SLM in holographic 3D display is theoretically represented by the space-bandwidth product\(^{[1]}\). The space-bandwidth product is interpreted as the product of the holographic image size and viewing angle and its invariance means that there is a robust trade-off relationship between image size and viewing angle in any type of holographic 3D displays using SLM.

With respect to engineering viewpoint, there can be indirect methods for widening viewing angle by time-domain technique such as fast sequential scanning of holographic images or spatial domain technique such as optical spatial multiplexing of independent holographic display modules\(^{[2–6]}\).

We can take a strategy that large size image is, firstly, secured and then the viewing angle widening issue is resolved. The SeeReal have shown a holographic display system with the tracked viewing window (VW) technique\(^{[7–11]}\). The directional backlight system synchronized with an eye-tracking module enables observer to see holographic image comfortably in a specified range of a VW plane. It is known that in the system of SeeReal, the observer’s VW should be in a specified plane distant from the display system since the directional backlight system can control the focal point position only horizontally, thus does not provide an adaptive focusing functionality along the axial direction. In addition, since vertical-only hologram patterns are used, their system cannot show full parallax accommodation effect.

In this letter, we propose an automatic 3D pupil tracking backlight system for holographic 3D display system with large image size and full-parallax accommodation effect. The pupil tracking system is composed of hybrid camera setup using Kinect and stereo camera and motorized XYZ stage for 3D pupil tracking. The proposed tracking module is applied to a holographic 3D display system. The display system provides large size stereoscopic holographic 3D images to a freely movable observer in a real-time manner through two sets of directional holographic imaging module composed of 2×2 large scale lens array and 22-inch high-resolution liquid crystal display (LCD) panel\(^{[12]}\).

In Fig. 1(a), the layout of one lens in the display system is illustrated. A diverging light emitted from a point light source is transformed to a spherical convergent wave toward a VW created in the focal plane of the field lens. The computer generated hologram (CGH) displayed in the SLM generates a holographic 3D scene to the observer through the narrow VW. The VW position can be changed according to the position of the point source. As shown in Figs. 1(b) and (c), if we can control the 3D position of the point source, the VW tracking range can be also a 3D volume.

The relation between the position of the VW and that of the light source can be derived from a simple geometric optics of the field lens. If the lens is assumed to be the first-order optical lens with an effective focal length \(f_{\text{eff}}\), and \((x_S, y_S, z_S)\) represents the relative position of a light source at the distance \(d_o\) from the front principal plane of the lens, the relative position of the VW, \((x_{\text{VW}}, y_{\text{VW}}, z_{\text{VW}})\),
Fig. 1. (a) Positions of source and VW relations between two positions (b) along the longitudinal direction and (c) along the transverse direction.

\[ y_{VW}, z_{VW} \] at the distance \( d_i \) from the rear principal plane can be determined by

\[
\frac{1}{z_{VW} + d_i} + \frac{1}{z_S + d_o} = \frac{1}{f_{\text{eff}}}. \tag{1}
\]

From Eq. (1), the longitudinal position of VW is obtained as

\[
z_{VW} = \frac{f_{\text{eff}} (z_S + d_o)}{z_S + d_o - f_{\text{eff}}} - d_i
\approx \frac{f_{\text{eff}} d_o}{z_S} - d_i. \tag{2}
\]

Here, the approximation is valid when the difference between effective focal length and the distance \( d_o \) is relatively small in comparison of the position of the source. This relation along the longitudinal direction is shown in Fig. 1(b) and the correlation coefficient of the regression is almost one. The relation along the transverse direction is shown in Fig. 1(c) and it is reasonable that the relation along the transverse direction is regarded as simply linear.

Let us denote the SLM pixel pitch, wavelength of light, and the distance between SLM and VW by \( p \), \( \lambda \), and \( d \), respectively. The size of the VW can be obtained by

\[ w = d\lambda/p. \tag{3} \]

For example, for 125-µm pixel pitch of the SLM, 2, 600-mm focal length of the lens, and 532-nm wavelength (green laser light), the VW size is 11.06 mm. To adjust such a small VW of the display to the observer’s pupil, precise pupil tracking is required. If we assume that the size of the human pupil is 6 mm, the error for pupil tracking should be less than 5 mm in order to place the observer’s pupil inside the VW. Also for reliable watching, the pupil tracking should be performed in a real-time manner. The schematic diagram of our holographic display system is shown in Figs. 2(a) and (b). The display modules are designed to be optically multiplexed to deliver left and right stereoscopic holographic images to observers as indicated in Fig. 2(c).

In our implementation, two 22-inch IBM T221 LCD panels with 3,840×2,400 resolution are used for SLMs. The field lens is designed by the form of \( 2 \times 2 \) lens array with finely tuned tilted axial alignment as shown in Fig. 2(c). The optical transmittance of the lens array with tilting axes is optically equivalent to large diameter field lens. The rectangular aperture size of a unit lens is 144×144 (mm), and a \( 2 \times 2 \) lens array composed of 4 unit lens covers 2,400×2,400 square pixels in our system. Through each sub-lens system, the light starting from 0.5 m behind the lens system is designed to focus to the 2.6 m from the lens system. For each unit lens in the \( 2 \times 2 \) lens array backlight system, four independent white laser sources are installed. In this configuration, the position alignment of four laser sources is critical to make a converging field toward a single focal point. Furthermore, dynamic pupil tracking module is synchronized with the position control mechanics of the four light sources for precise 3D positional control of the VW in free space. Considering the aberration of the \( 2 \times 2 \) lens array, we set the effective observation area to the volume constraint from -100 to +100 mm in longitudinal direction and from -110 to +110 mm in transverse direction.

The light source produces white light by combining R/G/B laser sources. For easy alignment of the optical components, the fiber coupled laser is used for single color light source. The light wave from the white light source is split into two paths for left and right eyes. The end of a light source is connected to a collimating unit composed of a polarizer, a half wave plate and an objective lens. Each collimating unit is mounted on a motorized stage for changing direction of the light.
To support the holographic stereogram, two light waves from different optical paths are combined by a high quality half-mirror installed along the diagonal direction between two orthogonal display panels.

The proposed pupil tracking consists of Kinect and stereo-camera vision of which the pixel resolution is 1,600×1,200 as shown in Fig. 3(a). The pupil tracking camera system is located at 1 m distance from the observer to increase its spatial and depth resolution. In our approach, we utilize pupil tracking approach using hybrid camera composition of Kinect and stereo camera. Kinect camera provides face and eye tracking results itself\textsuperscript{13}. However, it does not provide enough accuracy for eye tracking due to its limited resolution. Thus, in our approach, the face and eye tracking results from Kinect are used for initial candidate selection, and 3D coordinates of the pupil is estimated using captured images from stereo camera with high resolution. Figure 3(b) shows the procedure of the pupil tracking method.

According to the procedure in Fig. 3(b), 3D eye coordinates are calculated in Kinect first, and translated into the two-dimensional (2D) pixel positions of the stereo camera. For this translation, the mapping matrix between Kinect 3D coordinates and the 2D pixel positions of the stereo camera is needed. This relationship is almost the same as the projection of the 3D world coordinate into 2D plane, and is represented as following:

\[ x = PX, \]  

where \( P \) is mapping matrix. \( P = \begin{pmatrix} p_{11} & p_{12} & p_{13} \\ p_{21} & p_{22} & p_{23} \end{pmatrix} \) transform 3D coordinate \( X = (X, Y, Z)^T \) of the Kinect camera to a 2D pixel position \( x = (x, y)^T \) of a captured image from one of stereo cameras. The mapping matrix \( P \) can be estimated by the following optimization problem:

\[ \min_P \sum_i \| (x_i, y_i)^T - P(X_i, Y_i, Z_i)^T \|^2. \]  

Fig. 4 shows the experimental results of the pupil tracking. The detected eyes from Kinect (right-top image) and the extracted pupils from stereo camera (left-top image) are shown. The left-bottom and right-bottom images in Fig. 4 represent the mapping results from eye

\[ \text{Fig. 4. Pupil tracking and VW formation.} \]
position of the Kinect camera to 2D stereo vision. The experimental result showed that our method can successfully extract pupil position and adjust the VW of the display into the observer’s pupil accurately.

In Fig. 5, the reconstruction results of mono-color holographic 3D images are presented. The CGH is synthesized using the classical off-axis amplitude encoding of depth-map 3D object CGH and polygon CGH\cite{14}. In Figures 5(a), exemplary experimental reconstruction result of mono-color polygon CGH images captured by our display system is presented. Figs. 5(b), (c), and (d) are the depth-map holographic images demonstrating the full-parallax accommodation effect.

In conclusion, we propose the automatic 3D pupil tracking backlight system for holographic 3D display system with large image size and full-parallax accommodation effect. In the proposed system, the movable light source on motorized stages and the pupil tracking system is interlocked. For the future work, we will try to implement a holographic 3D display system using electrically steerable pupil tracking backlight system with simpler and slimmer structure.
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